Face processing in humans is compatible with a simple shape-based model of vision
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Understanding how the visual system recognizes objects is one of the key challenges in neuroscience. Inspired by a large body of physiological evidence, a general class of recognition models has emerged, which is based on a hierarchical organization of visual processing, with succeeding stages being sensitive to image features of increasing complexity. However, these models appear to be incompatible with some well-known psychophysical results. Prominent among these are experiments investigating recognition impairments caused by vertical inversion of images, especially those of faces. It has been reported that faces that differ ‘featurally’ are much easier to distinguish when inverted than those that differ ‘configurally’; a finding that is difficult to reconcile with the physiological models. Here, we show that after controlling for subjects’ expectations, there is no difference between ‘featurally’ and ‘configurally’ transformed faces in terms of inversion effect. This result reinforces the plausibility of simple hierarchical models of object representation and recognition in the cortex.
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1. INTRODUCTION

Since its discovery by Yin (1969), the face-inversion effect (i.e. the observation that faces are surprisingly more difficult to recognize when turned upside down versus right-side up) has acquired the status of a cornerstone finding in the domain of visual recognition. The dominant explanation of this effect is that the human visual system’s strategy for facial representation is primarily ‘configural’, i.e. it involves encoding the second-order spatial relationships between face parts such as the eyes, nose and mouth (Carey & Diamond 1986; Tanaka & Farah 1993; Farah et al. 1995; Freire et al. 2000; Le Grand et al. 2001; Mondloch et al. 2002). Configural analysis is believed to be compromised with vertically inverted faces, and, under these circumstances, the visual system is forced to resort to a ‘featural’ mode of processing. Directly testing this hypothesis, several studies have reported that changes to the ‘features’ of a face (commonly defined as consisting of the eyes, mouth and nose) can be detected equally well in upright faces as in inverted faces, while changes to the ‘configuration’ of a face (defined as the ‘distinctive relations among the elements that define the shared configuration’) (Carey & Diamond 1986) of face features cause an inversion effect, with much better detectability in upright than in inverted faces (Freire et al. 2000; Le Grand et al. 2001).

However, the models suggested by physiology (Hubel & Wiesel 1962; Livingstone & Hubel 1988; Felleman & Van Essen 1991; Zeki 1993; Tso et al. 2001) are agnostic about the source of differences between two faces; they make no explicit distinction between featural and configural changes (Selfridge 1959; Reisenhuber & Poggio 1999). According to the models, therefore, if two modifications to the shape of a face—be they a result of changes in the ‘configuration’ or in the ‘features’—influence discrimination performance to an equal degree for upright faces, they should also have an equal effect on the discrimination of inverted faces; i.e. there is no special role for ‘configuration’ or ‘features’. There is, thus, an important inconsistency between reported psychophysical data and predictions from the hierarchical models of recognition.

A potentially significant shortcoming of the psychophysical studies mentioned above is that they have used blocked designs (trials were either grouped by change type (Mondloch et al. 2002) or used a different subject group for each change type (Freire et al. 2000)) where ‘featural’ and ‘configural’ changes were separated into different groups, making it possible for subjects to use change type-specific recognition strategies different from generic face-processing strategies. For instance, in a blocked design, it is conceivable for subjects in featural trials to use a strategy that does not rely on the visual system’s face representation but rather focuses just on detecting local changes in the image, for example, in the eye region. This would then lead to a performance less affected by inversion. However, such a local strategy would not be optimal for configural trials since, in these trials, the eye itself does not change, only its position with respect to the rest of the face. Thus, configural trials can profit from a ‘holistic’ strategy (i.e. looking at the whole face, which for upright but not for inverted faces presumably engages the learned (upright) face representation), which would in turn predict a strong effect of inversion.

We therefore performed a same or different face-matching experiment using face pairs differing in features or configuration, in which subjects were not able to predict change type (see figure 1 and § 2; for additional details, see electronic Appendix A).

2. MATERIAL AND METHODS

Subjects performed a same or different task using pairs of faces differing either by a ‘configural’ (figure 1a) or a ‘featural’ (figure 1b) change. Photorealistic stimuli were created using a custom-built morphing system (see electronic Appendix A) that allowed us to freely move and exchange face parts of 200 face prototypes (Blanz & Vetter 1999). Subjects performed a total of 160 trials, based on 80 image pairs, each presented upright and inverted on different trials. Forty face pairs were associated with ‘featural trials’; 20 face pairs with the faces in each pair differing by a feature change (replacement of eyes and mouth regions with those from other faces prototypes; Freire et al. 2000; Le Grand et al. 2001; Mondloch et al. 2002), and 20 ‘same’ face pairs composed of the same outlines and face component positions as the corresponding ‘different’ faces, with both faces having the same eye and/or mouth regions. Another 40 face pairs were used in the ‘configural change’ trials, consisting of 20 face pairs
3. RESULTS

Results for 15 subjects are shown in figure 2. As expected, inversion adversely affects performance. More importantly, we find the effect of inversion to be comparable for 'featural' and 'configural' changes. This is also borne out by an ANOVA that shows a highly significant main effect of orientation \( (p < 0.0001) \) but no main effect for change type \( (p > 0.29) \) and no interaction \( (p > 0.17) \).

These results are compatible with a shape-based representation specialized for upright faces, but not with a representation that explicitly encodes facial 'configuration'. These results are thus in notable contrast to previous experiments that have found an inversion effect for featural but not for configural changes (Freire et al. 2000; Le Grand et al. 2001; Mondloch et al. 2002). To investigate whether the earlier results might have been an artefact of blocking trials by change type, we tested additional subjects on a modified version of our experiment with identical trials, but this time blocked according to change type (see experiment 3 in electronic Appendix A). Thus, one group of subjects \( (n = 12, \text{the 'configural first' group}) \) was first exposed to all trials containing the 'configural' images (including 'same' and 'different' trials; see § 2), and then all 'featural' trials, whereas the blocks were reversed for another group of subjects \( (n = 13, \text{the 'featural first' group}) \). Subjects were not informed that images in the two blocks differed in any way. None of the subjects had participated in the unblocked experiment.

Interestingly, blocking the trials caused subjects' performance to vary substantially depending on which group they belonged to: in the 'configural first' group, subjects showed no difference in performance over all 'configural' versus all 'featural' trials \( (t\text{-test}: p = 0.19) \), compatible with the hypothesis that subjects used the same holistic, face-based strategy for all trials, as in the original unblocked experiment (where there was no difference between average subject performance on featural and configural trials: \( p > 0.7 \)). The situation was very different in the 'featural first' group, where performance on featural and configural trials was highly significantly different \( (p = 0.001) \). This was owing to poor performance on the configural trials (63% versus 73% on featural trials), as would be expected if subjects used a strategy based on local, part-based image comparisons. Indeed, ANOVAs for the different subject groups showed a significant main effect of orientation in both groups \( (p < 0.001) \), but a
highly significant effect of change type only in the ‘featural first’ group \( (p < 0.001) \). The effect of change type missed significance for the ‘configural first’ group \( (p > 0.05) \), similar to the original, unblocked design. This suggests that blocking trials can cause subjects to adopt artefactual visual strategies.

4. DISCUSSION

Our psychophysical results therefore, help reconcile an important inconsistency between past experimental data and predictions from modelling and physiology. They strongly support a simple shape-based model of visual processing, in agreement with physiological data. Furthermore, they suggest that the representation of facial shape information, while holistic, is not explicitly configural. This hypothesis is supported by a recent paper by Sekuler et al. (2004), which showed that there might not be a qualitative shift in face processing strategy in going from upright to inverted faces. This hypothesis also makes interesting predictions regarding the response properties of face-selective neurons in the primate inferotemporal cortex, a brain area crucial for object recognition in primates (Logothetis & Sheinberg 1996). Many ‘face neurons’ have already been shown to exhibit ‘holistic’ tuning (as defined by Tanaka & Farah 1993; Farah et al. 1995), given that they ‘require nearly all the essential features of a face’ for activation (Tanaka 2003). Based on our experimental results here, we would predict that ‘featural’ and ‘configural’ changes of a face stimulus that cause an equal activation change for upright faces should also have an equal effect for inverted faces (but probably of lower magnitude given the preferred tuning of most face neurons to upright faces; Tanaka et al. 1991), in marked contrast to configural theories.
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